
Clustering of Linked Data

Isabel Drost
Humboldt-Universität zu Berlin
Department of Computer Science

Unter den Linden 6, 10099 Berlin, Germany
drost@informatik.hu-berlin.de

Abstract

We are interested in finding clusters (“com-
munities”) in networks of linked data, such as
citation networks or web pages. At first hier-
archical clustering for networks is reviewed.
Our main focus is on the development of
partitioning clustering algorithms that can
deal with data represented only by link in-
formation (e.g., documents represented only
by their citations) and the development of
an EM algorithm for such data. A desir-
able property of clustering is stability; that
is, small changes to the data should not lead
to dramatically different clusterings. In our
experiments with citation data we compare
the hierarchical and partitioning clustering
algorithms in terms of efficiency, stability and
intra-cluster similarity.

The problem of mining linked data (e.g., [4]) has
become quite important as more and more informa-
tion - such as scientific publications or simple web
pages - is made available online. The most popu-
lar link mining tasks concentrate on finding commu-
nities in citation data [9] or in web pages from link
topology [5]. Identification of terrorist networks [1;
8] and of fraud in telecommunication networks [2] are
among the relevant applications which motivate re-
search in this field.

Clustering is an elementary data analysis step that is
well examined for traditional machine learning settings
and is now also being applied to linked data. When
analysing linked data, it seems obvious to represent
each node of this network either by its inbound, by its
outbound or by both kinds of links. One can distin-
guish hierarchical agglomerative [6] and flat, partition-
ing clustering algorithms (e.g., [3]). Hierarchical clus-
tering algorithms require a distance metric between
pairs of instances to be defined, whereas k-means and
EM with mixture models require the instances to be
represented as a vector in feature space.
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