
LEARNING TO RANK 
FROM
CLICKTHROUGH DATA
Qiuyan Xu



Overview
• Logging
• Feedback

• Rating
• Preferences
• Ranking

• Learning to Rank
• Point-wise
• Pair-wise
• List-wise

• Performance
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Motivation
• Machine learning approaches are applied in learning to 

rank
• They achieve better performances as conventional 

methods
• However, a large quantity of training data is required

•How to win the training data?
•How to learn with those data?
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We May Call Some Experts to Judge
• Expensive
• Slowly
• Lack of Data
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Logging
• Exists in huge amount
• Is free available
• Is always up-to-date
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Google Logs Our Searches
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How to Log?
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Feedback

•Ratings
•Preferences
•Rankings

8



9

Ratings from Explicit Feedback



Preferences from Clickthrough Rules
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An Example
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Rankings
• The more often a result is clicked, the 
better it is
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Learning to Rank
• TF-IDF
• PageRank
• Machine learning approaches
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Machine Learning Approaches for 
Learning to Rank
• Point-wise

• Linear Regression
• Pair-wise

• RankingSVM
• MPRank

• List-wise
• RBA (learns from single clicks)
• Cofi-Rank
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Feedback
• Rating
• Preferences
• Ranking



Linear Regression
• Documents are 
represented as vectors

• Each point corresponds 
to a document

• A score function will be 
learnt
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Linear Regression (cont.)
•

16



SVM
•
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RankingSVM
•
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MPRank
•
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RBA
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Cofi-Rank
•
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LETOR
• A Benchmark Dataset introduced by Microsoft

• Document => Vectors of features
• Score is also given
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Performance of Selected Approaches

• Data source: LETOR3.0 datasets
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Mean Performance of Learning to Rank 
Type
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• Data source: LETOR3.0 datasets



Advantages & Disadvantages
• Point-wise

• Explicit feedback from users’ score

• Pair-wise
• Implicit feedback
• In large quantities
• Average quality

• List-wise
• Best quality
• Difficult to apply

25



Conclusion
• List-wise approaches achieve a better performance than 

point-wise and pair-wise approaches
• How to win training data from implicit feedback is a crucial 

problem
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Thanks!
Q&A
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